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Abstract
P2P live streaming requires low latency and low media discontinuity to provide users good
quality of experience. When peers are connected to a large number of partners, the commu-
nication overhead increases and sophisticated overlay maintenance strategies are required to
maintain undisrupted media distribution. In order to deal with these challenges, we present
the Peer Classification for Partnership Constraints technique for building and managing P2P
overlays for live streaming. The proposed algorithm defines classes of peers based on their
contribution to video chunk distribution. Classes are used to constrain partnerships among
peers. The number of potential partners in each class is constrained, avoiding competition
for partnerships between high-cooperation and low-cooperation peers. Since each peer has a
given number of slots dedicated to high-cooperation and low-cooperation peers, we guaran-
tee that the network keeps operating, even when incorporating a considerable share of free
riders. The strategy is simple, significantly reducing system complexity. Moreover, it can
also be used in conjunction with other strategies devised in the literature for greater gains in
efficiency. Experiments show that our Peer Classification for Partnership Constraints tech-
nique allows a streaming system to handle 50% of free riders under flash crowd events with
low latency and discontinuity.

Keywords P2P network · Overlay management · Live streaming · Flash crowd · Free rider

1 Introduction

Content distribution plays a major role in the Internet. For example, Netflix reported 139
million subscribers globally in 2018,1 and Cisco estimates Internet video traffic will amount
to 80% of all Internet traffic by 2021 [6]. Although large content providers have achieved

1https://edition.cnn.com/2019/01/17/media/netflix-earnings-q4/index.html
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success with the classic client-server model, this requires extensive infrastructure worldwide
[1, 14, 35, 47].

Peer-to-peer (P2P) distribution facilitates streaming of media to large client populations
without relying on content distribution networks. In P2P systems, clients establish partner-
ships and form an overlay over the physical network to exchange pieces of video content
(chunks), reducing load on servers and increasing scalability [15, 16, 40]. P2P systems
typically support thousands of simultaneous users in hundreds of channels for video distri-
bution. Academic proposals include CoolStreaming [17], AnySee [18], SplitStream [3], and
ChunkySpread [42]; and operational systems include UUSee Inc.,2 Sopcast,3 PPLive,4 and
TVU Networks.5

However, the distribution of content in P2P networks faces several challenges, which are
amplified when considering live streaming, an application that demands very low latency
and sophisticated strategies for managing the overlay. Existing strategies include a) incen-
tive mechanisms to foster peer cooperation [11, 30]; b) techniques to optimize the P2P
overlay considering the underlying physical network [25, 31, 46]; and c) specific purpose
chunk exchange schedulers [10, 21, 22]; among others. Typically, these strategies increase
system complexity, and may also require the exchange of additional control messages,
incurring communication overhead [21, 40].

Additional problems can affect P2P live streaming systems, such as the sudden arrival of
a large number of peers, known as flash crowd, or free riding. For instance, Liu et al. [19]
propose a technique for dealing with flash crowds, by limiting the number of peers that
can join simultaneously, creating batches in which peers join the channel at discrete time
intervals. However, the presence of free riders and the overlay construction strategy are not
considered. To increase overlay resources during a flash crowd, Wu et al. [44] computes
the number of connections between new peers as a function of their upload bandwidth, but
authors do not consider the overlay construction strategy. Several previous works focus on
peer contribution incentives to mitigate free riding. However, these incentive mechanisms
for peer contribution may punish peers unable to cooperate (e.g., mobile users on metered
connections) even if the overlay has enough capacity to deliver media to them, pushing users
our of the overlay unnecessarily.

In this work, we identify an important cause of reduced P2P live streaming overlay distri-
bution efficiency: uncontrolled competition for available chunk upload bandwidth between
high-cooperation and low-cooperation peers. Our goal is to develop simple strategies for
constructing and maintaining an overlay for P2P live streaming that supports free rider peers
while preventing disruption of media distribution.

We define classes of peers based on their cooperation to video distribution. Each peer
in the overlay is configured to limit the number of partners from different classes. As more
cooperative peers join the overlay, more free rider peers are allowed to join the overlay and
receive the stream. However, if a large number of free rider peers try to join the overlay at
the same time, our techniques ensure undisrupted transmission by limiting the number of
free riders joining the overlay.

Our first proposed technique, Full Partnership Constraints (FPC), restricts partnerships
among peers in the overlay according to their classes. Full Partnership Constraints bring

2http://www.uusee.com/
3http://www.sopcast.com
4http://www.pplive.com
5http://www.tvunetworks.com/
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high-cooperation peers closer to the streaming source, while low-cooperation peers are
pushed to the edge of the overlay. Complementary, Peer Classification for Partnership Con-
straints (2PC) combines the idea in FPC in a strategy to build and manage P2P overlays
without prior information about peers. The algorithm groups peers into classes by the coop-
eration of each individual peer, then applies different partnership constraints on each class.
Peer Classification for Partnership Constraints is a centralized algorithm that runs on the
streaming system’s server, and manages all peers and peer classes in the overlay.

We evaluate the proposed strategies in several scenarios. To quantify the efficiency of
the strategies, we perform real experiments on PlanetLab where we systematically reduce
the peer upload bandwidth in order to quantify the overlay’s distribution efficiency under
stressful conditions. We combine peers with limited upload bandwidth to a large set of free
riders in order to create very challenging scenarios. We also emulate flash crowd events to
study the robustness of the overlay to extreme peer churn. By using Peer Classification for
Partnership Constraints, the P2P network becomes able to handle cooperative peers and free
riders during flash crowds with reduced impact on media distribution.

The proposed techniques make minimal assumptions on a streaming system’s operation,
can be combined with several other existing techniques, with their advantages combined
for possibly even more performant media distribution. We compare our proposed tech-
niques with a baseline overlay construction strategy to focus on their gains and their impact
if integrated with other solutions. Our experiments show that the Peer Classification for
Partnership Constraints outperforms the baseline overlay construction strategy across all
evaluated scenarios. At the extreme, Peer Classification for Partnership Constraints allows
the P2P system to handle 50% of free riders under flash crowd events, with latency and dis-
continuity similar to those of the baseline strategy with only 30% of free riders and stable
peer population.

This work is organized as follows. Section 2 presents related work. Section 3 describes
the P2P live streaming prototype developed for running the experiments. Section 4 discusses
the experimentation environment used in this work. Section 5 presents the partnerships
constraint techniques developed in this work. Finally, Section 6 concludes the work.

2 Related work

P2P is a well-studied subject counting on extensive literature. In this section, we present a
selection of related work in partnership management, overlay construction, addressing free
riders, and flash crowd management in order to contextualize this work.

Partnership management several works are dedicated on building and evaluating algo-
rithms and mechanisms for efficient P2P live streaming. Contributions cover techniques to
optimize P2P overlay topologies [9, 10, 29, 38], scheduling chunk requests and transmis-
sions [10, 48], and adapting topologies according to the overlay and network conditions
[43]. Neighborhood filtering strategies for overlay construction are important to achieve
media distribution efficiency, and the literature presents several efforts towards this direction
[24, 33, 37, 45].

Some neighborhood filtering strategies limit the number of partners that peers in the P2P
system can have, such as in [28], while other approaches dynamically set the number of
partners for each peer considering the peer’s contribution [21]. The first strategy is easier
to deploy, but the second improves chunk dissemination capacity in the system by making
better use of available bandwidth at peers. To combine the ease of deployment with the
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improved capacity of these strategies, in this work we establish a limit number of partners
but dynamically establish partnerships depending on a peer’s contributions. Supported by
these strategies, peers with low upload bandwidth can manage a large number of partners
without compromising the video transmission.

Traverso et al. [40] compare several neighborhood filtering strategies ranging from ran-
domized approaches to very sophisticated strategies considering peer bandwidth and peer
physical location. However, in most of these work, peers do not constrain the establish-
ment of output partnerships (i.e., the set of partners to which a peer redistributes media).
In realistic scenarios where the upload bandwidth of peers is restricted, such strategies
require peers to answer requests and forward content to a subset of out-partners. Differently
from such approaches, here we propose an overlay construction algorithm based on random
neighborhood filtering allowing peers to forward content to all partners.

Overlay construction and free riders many overlay construction strategies propose push-
ing free riders to the edge of the overlay to improve efficiency of media distribution. Ullah
et al. [41] propose an autonomous management framework that enables peers to learn the
user behavior and self-organize through a stabilization process that continuously pushes
unstable peers towards the leaves of the distribution tree. Incentive mechanisms that aim to
foster the contribution of peers try to identify and punish selfish behavior, while improving
the QoS for very cooperative peers [7, 11, 13, 23, 30].

A well-known incentive mechanism used in P2P file sharing is BitTorrent’s tit-for-tat [7].
Tit-for-tat forces balanced pairwise data exchanges, which are too restrictive to enable live
streaming [30]. Some works have attempted to use tit-for-tat as a feature, where uncoopera-
tive peers experience degraded QoS, even at over-provisioned scenarios [23]. As examples
of incentive mechanisms for live streaming, Contracts [30] identifies uncooperative peers
auditing cryptographic receipts of chunk transfers, while LiFTinG [13] identifies uncooper-
ative and malicious peers based on their partnerships. These strategies are complementary
to our work and can be used in conjunction with our proposals to improve live streaming
delivery.

Shahriar et al. [36] investigated the effect of the presence of free riders on the per-
formance of the P2P live streaming and developed a discrete-time stochastic model that
can inform new incentive mechanisms. However, incentive mechanisms may punish peers
unable to cooperate even if the overlay has spare capacity to deliver media to them.

Oliveira et al. [26] observe two kinds of free riders. Conscious free riders inform their
partners that they are unwilling or unable to upload data. Conscious free riders have small
impact over P2P overlay distribution efficiency as no peer ever wastes time and bandwidth
sending requests to them. On the other hand, oblivious free riders do not report that they are
unwilling or unable to upload data, which results in unanswered video chunk requests and
degradation of chunk distribution efficiency.

Unlike other overlay maintenance algorithms that identify and exclude free rider peers
from the overlay, we instead propose a P2P overlay maintenance algorithm that accepts
(conscious) free riders if the overlay has spare capacity and that provides a simple incentive
mechanism to foster peer contribution.

Flash crowds according to Chen et al. [4], when the flash crowd occurs, the sudden arrival
of numerous peers may starve the upload capacity of the system, reduce the QoS, and even
cause the collapse of the system. In order to mitigate the effect of flash crowds (without
relying on very sophisticated flash crowd handle techniques), streaming systems such as
CoolStreaming or PPLive rely on a large number of dedicated servers forming Content
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Delivery Networks (CDNs) [19, 45]. However, CDNs increase the costs without guarantees
that all flash crowds will be properly handled.

Budhkar et al. [2] propose an overlay management strategy that organizes peers in
the overlay based on their serviceability. In this case, peers are arranged in a hybrid
tree-mesh overlay at the edges of a CDN in which peers with higher upload capac-
ity are part of an extended CDN tree. Complementary, our approaches may be com-
bined with this work to construct a robust overlay around the CDN. In addition, our
approach can identify high-contribution peers in the tree-mesh overlay to support its
maintenance.

The majority of the research about the impact of flash crowds on P2P streaming systems
do not focus on changing the overlay construction mechanisms [19, 20]. For instance, Liu et
al. [20] propose a technique that increases overall peer join rate and distribution efficiency
under flash crowds by batching joins to preserve network stability. The same authors [19] (in
follow-up work) show that one important overlay constraint is the number of partnerships
that peers maintain. TopT [34] focuses on building a system with a hybrid overlay to mitigate
the side effects of flash crowds. In order to determine the number of peers that represent a
flash crowd, Chen et al. [4] provide a comprehensive study on the performance of peer-to-
peer live streaming systems under flash crowds, including analytical models relating flash
crowd and time for network recovery.

Chung & Lin [5] proposed to control the joining process during flash crowd events for
a tree-based peer-to-peer live streaming system. They propose newcomer peers first join
a subtree that branches off from the existing master tree. This protects partnerships in the
master tree and prevents performance degradation for peers that have already joined the
overlay. In Section 5 we present an approach similar this work for mesh-based overlay.

In this work, we complement these studies with an evaluation on the impact of flash
crowds in real scenarios, and we propose practical modifications to overlay construction
mechanisms that naturally lead to robust P2P overlays that can quickly join newcomer peers
during flash crowds.

3 P2P Live streaming systems

In this section we describe general characteristics of P2P live streaming systems, introduc-
ing definitions and parameters relevant to this paper. We also describe how these charac-
teristics manifest in our research-oriented, general-purpose live streaming P2P prototype,
called TVPP [27], that we use for evaluation.

P2P live streaming can be defined as the realtime transmission of a live video feed to
a set of peers that collaborate with each other to disseminate the content. The source S is
a special peer that encodes the video, splits the video into chunks (a chunk may contain
multiple video frames), and starts the distribution.

Each peer p has a set of partners N (p) that p connects to and exchanges video chunks
with. To get more control over partnerships, N (p) is split between two subsets of part-
ner peers: Nin(p) containing in-partners (partners that provide chunks to p) and Nout(p)

containing out-partners (partners receiving chunks from p).
The maximum number of in-partners is given by Nin(p), while the maximum number

of out-partners is denoted by Nout(p). For the source, Nin(S) = ∅. In order to join a live
streaming channel, a peer p registers itself at a centralized bootstrap server B, which returns
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to p a subset of all peers currently active in the system as potential partners.6 Peer p selects
peers from this subset and tries to establish partnerships with them.

Successfully established partnerships determine N (p), and a relationship p ∈ Nout(p
′)

implies p′ ∈ Nin(p). When p detects that one of its partners p′ ∈ N (p) has been silent for
longer than a predefined time period, p removes p′ from N (p). However, peer p period-
ically contacts the bootstrap server to obtain a new list of potential partners to replace lost
partnerships. The values of Nin(p) and Nout(p) are determined for each peer p. In TVPP, we
set Nin(p) = 10 or 20, and set Nout(p) proportional to p’s available upload bandwidth. This
configuration is compatible with Liu et al.’s findings [19] that the number of partnerships
(i.e., Nin(p) + Nout(p)) should be at least 10.

Peers randomly choose in-partners from peer lists received from the bootstrap server.
However, to guarantee that a new peer n is able to join the overlay, an existing peer p

employs a mechanism to accept new out-partners even when Nout(p) is full. In TVPP, a
peer p disconnects a random out-partner q ∈ Nout(p) expected to cooperate less upload
bandwidth than the new joining peer n. In particular, p disconnects a random peer q such
that Nout(q) < Nout(n). After disconnecting a peer in this way, peer p may become unable
to process new out-partner requests for some time period τ to prevent overlay instability. In
this work, we set τ = 60s, which is large enough to prevent instability (particularly during
flash crowds) while still allowing the overlay to expand.

Each peer has a local buffer to store video chunks. Periodically, each peer exchanges
buffer maps with their out-partners to advertise available chunks. Additionally, peers keep
track of chunks not yet received in order to identify the in-partners able to serve those
chunks. P2P systems also employ a chunk scheduler that decide the order in which requests
should be served, and which requests should be served in case of insufficient upload
bandwidth.

In the scope of this work, we schedule chunk requests using the earliest deadline first
scheduler extended with Simple Unanswered Request Eliminator (SURE) [26]. SURE
makes peers prefer to send chunk requests to the in-partner with the least number of
unanswered (timed-out) requests, balancing load and reducing the number of unanswered
requests. A peer considers that a request has timed out if it is not answered within
500ms [26]. Finally, cooperative peers serve requests in order of arrival at a rate defined by
their available bandwidth.

To support the evaluation required in this research, TVPP also monitors peer behavior.
Peers send monitoring reports to the bootstrap server every 10s. The reports include, among
other information: the number of chunks generated (only reported by the source S), the
number of received chunks, the number of transmitted chunks, and the number of chunks
that have missed their playback deadline.

4 Experimentation environment

We run experiments on PlanetLab [32] using customized TVPP client. During the exper-
iments, we use the maximum number of available PlanetLab nodes (approximately 110
nodes, with slight variations across experiments). PlanetLab provides high bandwidth
between nodes, and we constrain the available bandwidth at each peer using TVPP to emu-
late different network scenarios. The bootstrap server is located at our laboratory with plenty

6The bootstrap server is also commonly referred to as a tracker.
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computing power and network bandwidth. The source streams video at a constant bitrate of
420kbps (approximately 35 chunks per second).

Each run lasts between 900s and 1900s, a sufficient period for building and exercising
the P2P overlay, allowing observation of the streaming system’s behavior and performance.
Experiments start with one single peer running on each PlanetLab node (around 110 peers
in the overlay). The initial overlay containing the initial set of peers stabilizes in less than
100s (Section 5). After 350s to 400s of simulation, which allows for observation of the
performance of the initial overlay, we launch 10 additional peers on each PlanetLab node
to emulate a flash crowd event, and observe the performance of the overlay under more
challenging scenarios. We limit the number of peers on each PlanetLab node to 10 due
to bandwidth restrictions on PlanetLab. We repeat each experiment five times to compute
average values for the metrics and estimate variance.

We keep each peer’s upload bandwidth, the number Nin(p) of in-partners, and the
number Nout(p) of out-partners constant throughout an experiment. Across multiple exper-
iments, we vary the number of in-partners and the upload bandwidth which, in turn,
determines the number of possible out-partners. This way, each experiment covers a differ-
ent deployment scenario and network properties. In particular, we study the ratio between
the number of in-partners and out-partners:

r =
∑

p Nin(p)
∑

p Nout(p)
. (1)

Values of r < 1 correspond to an overlay where peers have out-partners than in-partners,
and may be found on aggressive configurations, where peers have a high number of out-
partnerships but may lack bandwidth to answer all chunk requests. On the other hand, values
of r > 1 may be found on conservative configurations, where peers have a low number of
out-partnerships but are more likely to have enough bandwidth to answer all chunk requests.
Finally, we also experiment with balanced overlays where r = 1.

In order to evaluate the topological features of the overlay, we distribute peers into four
disjoint classes: (a) hot, (b) warm, (c) cold, and (d) free riders. Peers are classified according
to the amount of upload bandwidth they have available, configured in TVPP. Peers belong-
ing to the same class have the same upload bandwidth. A significant share of peers is defined
as free riders (i.e., unwilling or unable to upload content). Free riders have no out-partners,
and never advertise chunks.

We evaluate two metrics to capture the performance of media distribution: discontinu-
ity and chunk distribution latency. Discontinuity is computed as the fraction of chunks not
received in time for playback (in other words, the fraction of chunks that missed their play-
back deadline). Discontinuity leads to glitches or hiccups and significantly reduces quality
experienced by users [12]. Chunk distribution latency denotes the time interval between the
first transmission of the chunk by the source S until its reception by peers. We report the
average chunk distribution latency across all peers in the network.

5 Partnership constraint techniques

In this section, we present our partnership constraint approaches and their evaluation. In
Section 5.1 we present our first solution to mitigate competition between cooperative and
free rider peers. When a larger number of peers ask to join the P2P system, we isolate
newcomer peers from existing peers by instantiating new, smaller, and temporary Parallel
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Overlays supported by the master overlay. This approach imposes partnerships constraints
among peers, limiting newcomer peers to establishing connections to other newcomer peers
in the same parallel overlay, which prevents resource competition and quality of service
degradation on the master overlay. With Parallel Overlays we improve our P2P overlay
to support an amount of free riders, even during flash crowds, that is not supported by
the baseline approach [19]. However, Parallel Overlays are difficult to configure, and their
maintenance incurs significant complexity and communication overhead, limiting their use.

Section 5.2 presents the Partial Partnership Constraints approach. Partial Partnership
Constraints is based on the peer classes proposed earlier, but is easier to configure and
supports more free riders than Parallel Overlays. However, as the name suggests, Partial
Partnership Constraints does not isolate peer classes and permits some competition among
cooperative and free rider classes.

Section 5.3 presents the Full Partnership Constraints (FPC) approach, which extends
the Partial Partnership Constraints approach to completely isolate cooperative and free rider
peers. We propose and test several configurations of FPC and the results show higher
overlay distribution efficiency when compared with the Partial Partnership Constraints
approach. FPC, however, assumes peer classes are known and static over the period while
they participate in the overlay.

Finally, Section 5.4 presents Peer Classification for Partnership Constraints (2PC),
where we present a solution to dynamically classify peers by their level of cooperation
throughout the period while they participate in the overlay. 2PC allows dynamic execution
of FPC in real deployments. If peer behaviour changes, for example, a peer’s available band-
width is temporarily reduced, 2PC can identify this and adjust the peer’s class, which then
triggers FPC to adjust the overlay. Full Partnership Constraints and Peer Classification for
Partnership Constraints techniques are the major contributions of this work.

5.1 Temporary parallel overlays for constraining peer partnerships

We propose a strategy for imposing partnership constraints among peers by instantiating
parallel overlays composed of newcomer peers. Our goal is to minimize the risk of col-
lapsing the overlay due to the large amount of new peers joining the network abruptly. The
proposed strategy is derived from the work presented by Chung and Lin [5]. These authors
handle flash crowds in tree-based overlays by proposing that new peers should first join a
subtree that branches off from the existing tree as a way to protect the partnerships already
established.

Here, we present an adaptation of this idea to mesh-based P2P overlays. The main feature
of the proposed strategy is requiring no modification to peers: the formation and mainte-
nance of parallel overlays is managed entirely by the bootstrap server, and imposes minor
communication overhead. In order to handle new peers, the bootstrap server selects a sub-
set of the peers from the master overlay (the master overlay is the one holding those peers
already connected to the overlay before the flash crowd event). Peers are selected based on
their cooperation level, and each selected peer becomes a special virtual source. For our
purposes, virtual sources receive media chunks from peers participating in the master over-
lay, but do not cooperate back: they cooperate with newcomer peers in the parallel overlay
they serve as a source for.

The isolation of virtual sources prepares the network for receiving the burst of new peers
from the flash crowd event. Arriving peers receive from the bootstrap a set of virtual sources
and peers in a parallel overlay for establishing partnerships. Arriving peers create new tem-
porary branches (isolated parallel overlays). Since the bootstrap server ensures partnerships

20262 Multimedia Tools and Applications (2021) 80:20255–20282

Content courtesy of Springer Nature, terms of use apply. Rights reserved.



are only established among peers participating in the same overlay, the master overlay is
protected from disruption induced by joining newcomers.

Whenever the parallel overlay reaches stability (in terms of number of peers and partner-
ships), the bootstrap server merges the parallel overlay into the master overlay by allowing
partnerships between peers from both overlays. This is accomplished by having the boot-
strap server advertise peers in the master overlay to the parallel overlay, and vice versa. This
eventually leads to both overlays merging.

The key to the merge process is that the bootstrap allows only cooperative peers from the
parallel overlay to establish new partnerships with cooperative peers in the master overlay.
This way, free riders keep their partnerships stable and are passive during the merge, avoid-
ing competition for partnerships and disruption of chunk distribution. The isolation between
free riders and cooperative peers from master overlay based on the parallel overlay is our
first peer partnership constraint evaluate.

Partnerships established during the merging process have a low risk of compromising the
master overlay because the parallel overlay can already efficiently distribute video chunks
prior to starting the merge. In particular, peers in the parallel overlay have full buffers and
functioning in- and out-partnerships. The formation and merging of parallel overlays is
presented in Fig. 1.

The formation and merging of parallel overlays require coordination by the bootstrap
server to constrain the partnerships that arriving peers can establish. This simply changes
the content of peer advertisements made by the bootstrap server, but does not incur any
additional communication costs. The formation of parallel overlays also requires that virtual
sources terminate their partnerships in the master overlay before they can start establishing
new partnerships in the parallel overlay. This requires a small modification to clients and
minor communication overhead.

Despite the difficulty of configuring parallel overlays, this work contributes by proposing
an adaptation of the original tree-based overlay approach to the construction of P2P mesh-
based overlay.

5.1.1 Experimental setup

We present experiments designed to evaluate the efficiency of adopting parallel overlays for
imposing peer partnership constraints in the P2P system. As baseline, we consider the inter-
esting strategy presented by Liu et al. [19]. These authors propose handling flash crowds
through a queue to pace the joining process of new peers. At each iteration, the strategy

Fig. 1 Steps for building parallel overlays. In order to preserve the master overlay, new peers first join
“temporary” overlays that branch off from the master overlay. A subset of well-connected peers from the
master overlay are assigned as temporary servers acting as virtual sources of chunks. virtual sources remain
linked to the master overlay and forward chunks to the temporary parallel overlays. As soon as the parallel
overlays stabilize, they are merged into the master overlay without disrupting it
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evaluates the overlay in order to determine the subset of newly arrived peers that will join
the network. No restrictions for free riders joining the overlay are imposed.

By monitoring the overlay (and the joining process), Liu at al. define the time duration
of each iteration, allowing the network to reach stability before iterating again. In order to
compute the experimental results of the our baseline, we implement a simplified version of
Liu et al.’s strategy in TVPP (our prototype) where iterations happen until all newcomers
join the overlay. TVPP considers static time windows of 100s for all iterations, and three P2P
configurations for joining the new peers: a) all at once; b) spread across four iterations; and
c) spread across six iterations. Along this set of experiments, based on [19] and explained in
Section 3, we set up Nin(p) = 10 and randomly allocate peers according to the four classes
presented in Table 1.

5.1.2 Baseline: Joining new peers into the master overlay using queues for pacing the
joining process

Figure 2a–e show the results obtained after simulating the baseline strategy proposed in [19]
where 1,000 new peers go through a queue to pace the joining process. We consider that
successful peers are the ones receiving, at least, 95% of all distributed video chunks prior
to the chunk playback deadline. In Fig. 2a–c, the y-axis indicates the number of incoming
and joined peers in non-overlapping time intervals of 10s. The successful network is the one
presenting the number of joined peers (green) in a stable (flat) line close to the number of
incoming peers (purple). The x-axis indicates the experiment time.

Figure 2a shows the scenario where peers join all at once. Figure 2b uses four iterations
for joining all peers (25% of peers joined each iteration), while Fig. 2c indicates the scenario
where new peers are joined through six iterations (≈18% of new peers are joined each
iteration). We point out that the overlay collapses in the first scenario (Fig. 2a) after around
1,000s. We also notice several peers failing to receive the media in Fig. 2b–c. We observe
that some experiments have very low numbers of joined peers (green dots close to the x-
axis). The instability shown in these figures illustrates the negative side of flash crowds:
when a very large number of peers are added to the network in a short period of time,
partnerships break and the distribution of chunks becomes disrupted leading to the collapse
of the overlay.

Although the baseline failed to successfully join the peers for 1, 4, and 6 iterations
(Fig. 2b–c), we limited our experiments to 6 interactions so that newcomers did not take
too long to join the overlay. In this case we are not looking for the number of the iterations
that preserves overlay stability when facing the flash crowd. Our goal is to understand the
behavior of the overlay when applying a classic technique to identify a resource-constrained
and challenging scenario to use in the evaluation of our techniques.

Table 1 Distribution of peers into classes of connectivity

Peer Upload

Class (Mb/s) Share Nin(p) Nout(p)

Hot peers (high upload bandwidth) 4.0 11% 10 23

Warm peers (average upload bandwidth) 2.5 22% 10 20

Cold peers (small upload bandwidth) 1.5 27% 10 09

Free riders (no upload bandwidth) 0.0 40% 10 00
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Fig. 2 Performance using queues for controlling the joining of new peers. Results obtained after simulating
the strategy proposed by Liu at al. [19] where new peers first go through a queue to pace the joining process.
In all figures, the x-axis indicates time (seconds). In Fig. 2a–c, the y-axis indicates the number of peers in the
overlay. The purple dots indicate the number of incoming peers trying to join the overlay, while green dots
show the number of peers that successfully joined. Figure 2a shows the scenario where all peers are joined at
once. Figure 2b uses four iterations for joining all peers (25% of peers joined each iteration). Figure 2c uses
six iterations for joining all peers (≈18% of new peers are joined each iteration). We can notice the overlay
collapsing in Fig. 2a–c, when time > 1,000s. Figure 2d presents (y-axis) the average discontinuity (share
of chunks not received in time for playback). The yellow line indicates the discontinuity for peers that have
successfully joined the master overlay (before the flash crowd). The blue line indicates the discontinuity for
all peers in the overlay (i.e., peers that joined before and during the flash crowd event). Figure 2e presents (y-
axis) the average latency for chunk distribution. The latencies for the master overlay and the whole overlay
are presented by the yellow line and the blue line, respectively

Now, we present discontinuity and latency for the less challenging scenario simulated
for the baseline (scenario where peers join the network through six iterations) shown in
Fig. 2c. The discontinuity is presented in Fig. 2d. The y-axis indicates the share of chunks
not received in-time for playback, while the x-axis indicates the time (s). The yellow line
indicates the discontinuity for peers in the master overlay, while the blue line indicates the
discontinuity for the whole overlay (all peers in the overlay, i.e., peers that joined before
and during the flash crowd event). Both yellow and blue lines are the average of all exper-
iments shown by the Bézier curve. The legend also presents the standard deviation for the
discontinuity.

We notice the discontinuity rises linearly before 1,000s. After that, the discontinuity
increases rapidly, indicating that the network is collapsing, no longer able to deal with the
large amount of free riders. Complementary, Fig. 2e presents the latency for chunk distri-
bution (also considering the scenario where peers join the network in six iterations). The
yellow and blue lines have the same meaning as previously. Finally, we notice the latency
increasing very high after 1,000s.

Figure 2 shows that the overlay is stable before 1,000s. After that, the network becomes
compromised and several peers are no longer able to receive the media timely. This issue is
indicated by very high discontinuity and very high latency shown in Fig. 2d–e after 1,000s
of operation. Interestingly, we also notice that peers that joined the network before the flash
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crowd are also negatively impacted (yellow line). Our techniques using parallel overlays
preserve the master overlay during flash crowds, which we evaluate next.

In conclusion, the negative effects of the flash crowd identified in our baseline evaluation
show that unrestricted upload bandwidth allocation among peers (Table 1) compromises the
construction of the overlay with the classic technique. Thus, we will start our studies of
overlay construction imposing the worst case of the baseline (peers joining at once Fig. 2a)
while aiming to obtain better latency and discontinuity values than the best case of the
baseline (Fig. 2c).

5.1.3 Evaluating the application of parallel overlays

Here, we repeat the same experiments, but now considering the application of parallel over-
lays for handling 1,000 new peers. We select six high-cooperation peers as virtual sources.
Newcomer peers are uniformly distributed over the available virtual sources for construct-
ing well-balanced parallel overlays. In this case, six parallel overlays with a proportional
number of peers for each baseline iteration (Fig. 2c) will be constructed, however at the
same time.

The simulation starts at time t = 0s. The flash crowd starts at t = 350s when all parallel
overlays are formed. The bootstrap server waits (arbitrarily) 200s for the stabilization of
parallel overlays, then it starts merging the parallel overlays into the master overlay. The
first overlay starts the merge when t = 550s. Each one of the following overlays are merged
in subsequent time windows starting with the delay of 100s (so, the second parallel overlay
starts the merge when t = 650s, the third starts at t = 750s, and so on, until the sixth overlay
starts the merge at t = 1050s).

Figure 3a shows that, for the same pattern of incoming peers (purple points) in Fig. 2a,
the application of parallel overlays provide a steadily and consistently distribution of media
to an increasing number of peers (green). In fact, since we are using six parallel overlays,
we achieve a similar result to the one presented in Fig. 2c, but the parallel overlays prevent
the network from collapsing (differently from what we see in Fig. 2c).
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Fig. 3 Performance of parallel overlays during flash crowd. Figure 3a shows the number of peers in the
overlay after receiving a flash crowd of 1,000 peers in time=350s. The x-axis indicates time, while the y-axis
indicates the number of peers in the overlay. Purple dots indicate the number of incoming peers trying to join
the overlay, while green dots show the number of whole peers that successfully joined the overlay. Figure 3b
presents (y-axis) the average discontinuity (share of chunks not received in time for playback). The yellow
line indicates the discontinuity for peers that have successfully joined the master overlay (before the flash
crowd). The blue line indicates the discontinuity for all peers in the overlay (i.e., peers that joined before
and during the flash crowd event). Figure 3c presents (y-axis) the average latency for chunk distribution. The
latencies for the master overlay and the whole overlay are presented by the yellow line and the blue line,
respectively
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Figure 3b shows the discontinuity. We notice that the master overlay (yellow) is pre-
served, while the overall discontinuity (considering all parallel overlays shown in blue)
peaks around time 650s. Complimentary, Fig. 3c shows the latency for chunk delivery, and
we also notice the master overlay is preserved, while the latency in the parallel overlays
peaks when t=600s. Although latency and discontinuity increase as the overlay grows, such
increase is small and steady, not putting the master overlay in danger (differently from
results for the baseline strategy in Fig. 2d–e).

The success of parallel overlays over the baseline can be explained because the parallel
overlays preserve the master overlay by creating virtual sources. As a consequence, free rid-
ers are contained in special slots (for maintaining their old partnerships) after the merger of
the parallel overlays. Therefore, we aim to propose new techniques that impose partnerships
between cooperative peers and free riders without the need for virtual sources, as proposed
by parallel overlays.

5.1.4 Remarks

In Section 5.1, we compared two approaches for handling flash crowds: i) the use of queues
to pace the joining process; ii) the use of parallel overlays. Our results show that parallel
overlays are effective at isolating the master overlay from disruption caused by flash crowds.
In particular, although latency and discontinuity increase as the overlay grows, the increase
is small and predictable, not putting the master overlay in danger. However, the implemen-
tation of parallel overlay incurs complexity at the bootstrap server, particularly to select
virtual sources and decide when to merge parallel overlays into the master overlay. The next
section presents an alternative approach that is simpler, easier to deploy, and more effective.

5.2 Partial partnership constraints

In this section we devise a simple mechanism to increase the stability and efficiency of P2P
overlays. The basic idea is to reduce the competition among free riders and cooperative
peers by imposing partnership constraints on peers during in the master overlay, without the
parallel overlays. In other words, we group peers into classes according to their cooperation
to the network, and we use such grouping for defining the kind of partnerships that will take
place.

5.2.1 Experimental setup and experiments

As before, we consider four peer classes (Table 1). Partial partnership constraints among
peers from different classes are shown in Fig. 4. We assign classes to peers using the shares
defined in Table 1. Figure 5a shows the overlay efficiency when we restrict the partnership
of peers. We observe fast joins and the number of joined peers (green) in a stable (flat)
line close to the number of incoming peers (purple) on all experiment runs. The partnership
constraint strategy pulls cooperative peers close to the source, and pushes free riders off
to the edge of the overlay. Such behavior is desired since it ensures that peers with more
upload capacity receive video chunks earlier, having more time to redistribute the chunks to
other peers in the overlay.

Figure 5b–c show that the efficiency for distributing chunks is improved. We observe
that the discontinuity and the latency for chunk distribution remain stable and with low
values for the whole overlay, including the master one. In particular, all peers achieve per-
formance similar to that of the master overlay when using parallel overlays (see Fig. 3a).
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Fig. 4 Partial partnership constraints. Hot peers (high upload bandwidth) are allowed to accept out-partners
from classes hot, warm, and cold. Warm peers (average upload bandwidth) are allowed to accept peers from
any class as out-partners. Cold peers (low upload bandwidth) are allowed to establish out-partnerships only
to free riders

We notice that the partnership constraints yield average discontinuity below 4% throughout
the experiment, a value considered in [39] as a target for discontinuity.

In addition, as some partnerships between cooperative and free rider peers in the master
overlay may be broken in favor of the cooperative peers from flash crowd (Section 3),
we observe in Fig. 5b a slight increase in the discontinuity average (yellow) in the master
overlay. We note that this discontinuity is concentrated on free rider peers (not shown).

Motivated by such gains in performance achieved using the partnership constraints, we
restrict the resources of the peer population to test how the strategy would respond. We
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Fig. 5 Performance of partial partnership constraints for 40% of free riders. Figure 5a shows the number of
peers in the overlay after receiving a flash crowd of 1,000 peers in time=350s. The x-axis indicates time, while
the y-axis indicates the number of peers in the overlay. Purple dots indicate the number of incoming peers
trying to join the overlay, while green dots show the number of peers that successfully joined the overlay.
Figure 5b presents the average discontinuity (share of chunks not received in time for playback). The y-axis
indicates the discontinuity, while the x-axis indicates the time. The yellow line indicates the discontinuity for
peers that have successfully joined the master overlay. The blue line indicates the discontinuity for all peers
that joined the network. Figure 5c shows the latency for chunk distribution. The y-axis indicates the average
latency, while the y-axis indicates the time. Latency for peers that joined before and after the flash crowd
event is presented by the yellow line and the blue line, respectively. Figure 5b-c show that partial partnership
constraints preserves low discontinuity and latency
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keep the same setup shown in Table 1, but we increase the share of free riders from 40%
to 50% (+10%). When we increase the number of free riders, we must decrease the share
of peers in the remaining classes in order to preserve the same amount of peers: class ‘hot’
(-2%), ‘warm’ (-5%), and ‘cold’ (-3%).

Figure 6a shows that the efficiency of the overlay remained stable throughout the experi-
ment. Figure 6b shows the number of free riders and cooperative peer joined in the overlay.
We observe that the partnership constraints guarantee higher stability among cooperative
peers, which may serve as an incentive for peer cooperation. The smooth decline in the
number of joined free riders in Fig. 6b impacts the discontinuity metric shown in Fig. 6c.
However, the latency for chunk distribution (not shown) remains very similar to the one
presented in Fig. 5c (i.e., negligible impact on latency).

5.2.2 Remarks

Partial Partnership Constraints is a simple approach that can increase the scalability of the
network. As a drawback, the partnership constraints are applied only between free riders and
cooperative peers. Since peers from the cold class can establish out-partnership only with
free riders, overlays having a small share of peers from the cold class may lead to low use of
the upload bandwidth. However, such findings lead us to the intermediary model presented
along the next section.

5.3 Full Partnership Constraints

Competition between free riders and cooperative peers for the same resources in the overlay
is not desirable, specially when dealing with live stream delivery. In order to avoid such
competition, we extend our Partnership Constraints approach to split the list of out-partners
of any given peer into two subsets:

– N high
out (p) contains high bandwidth out-partners;
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Fig. 6 Performance of the partial partnership constraints for 50% of Free Riders. Figure 6a shows the num-
ber of peers in the overlay after receiving a flash crowd of 1,000 peers at time 350s. The x-axis indicates
time, while the y-axis indicates the number of peers in the overlay. Purple dots indicate the number of incom-
ing peers trying to join the overlay, while the green dots show the number of peers that successfully joined
the overlay. Figure 6b shows the number of free riders and cooperative peer that joined the overlay. partial
partnership constraints guarantee higher stability among cooperative peers. The smooth decline in the num-
ber of joined free riders impacts the discontinuity metric shown in Fig. 6c. Figure 6c presents the average
discontinuity over time (share of chunks not received in time for playback). The y-axis indicates the dis-
continuity, while the x-axis indicates the time. The red line indicates the discontinuity for cooperative peers
that have successfully joined the overlay. The green line indicates the discontinuity for free riders that have
successfully joined the overlay
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– N low
out (p) contains low bandwidth out-partners.

Splitting up the sets of out-partners allows more control over partnerships. The bootstrap
server can allow free riders to join the overlay immediately, even during flash crowds, with-
out taking the chance of compromising the stability of the overlay. This is possible because
the overlay becomes able to throttle the rate at which free riders (and peers with low upload
bandwidth) join the overlay in terms of the number of slots available on cooperative peers
participating in the overlay.

Whenever peers with high upload bandwidth try to join the overlay, N high
out (p) slots are

available regardless of the number of free riders also trying the join. In the (comfortable)
scenario that all N high

out (p) slots are full, Full Partnership Constraints (FPC) considers that
peers can disconnect one of their out-partners to make room for a new peer with higher
upload bandwidth. The disconnected peer may be in the set of high-cooperation out-partners
(N high

out (p)) or the set of low-cooperation out-partners (N low
out (p)), with the restriction that

the disconnected peer has lower upload bandwidth than the new peer. As more cooperative
peers join the overlay, they cooperate with additional slots for holding more peers, increas-
ing capacity in the overlay and allowing the overlay to grow. Although the disconnected
peer needs to find a new in-partner, we note a peer has Nin(p) in-partners, and will have
opportunities to find new ones.

Complementary, we also provide slots for low-cooperation peers inversely proportional
to the available bandwidth of the peer. This groups peers with high upload bandwidth
together and pulls them close to the source, while pushing free riders and peers with low
upload bandwidth to the edge of the overlay.

5.3.1 Setting up the full partnership constraints strategy

FPC may be configured with any number of classes and with different sizes for N high
out (p)

and N low
out (p) within each class. This allows FPC to be tailored to specific peer populations

or application requirements. In this work, we consider the four classes of peers and set sizes
in Table 2. Future work can investigate the effect of setting different class numbers for FPC.

Table 2 shows the classes of peers. The Hot class contains peers that have the highest
potential for cooperating to the overlay. Hot peers only establish partnerships with peers
from the hot and warm classes (defined by N

high
out (p) > 0 and N low

out (p) = 0). The Warm

Table 2 Classes of peers and output partnerships

PEER SET SIZES

CLASS N
high
out (p) N low

out (p) CONT. PEER BANDWIDTH

Hot > 0 = 0 High High upload

Warm > 0 > 0 High Average upload

Cold = 0 > 0 Low Low upload

Free R. = 0 = 0 Low Free riders

The peer class column indicates the level of chunk upload cooperation of a given peer p. The second column

indicates the size of the set of out-partners (number of slots) for high-cooperation peers (Nhigh
out (p)) and low-

cooperation peers (N low
out (p)). The peer contribution column (cont.) indicates whether a given peer q uses

out-partnership slots in N high
out (p) or N low

out (p) when q asks for partnership to p. Finally, peer bandwidth
column describes the population of peers expected in each class
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Fig. 7 Full Partnership Constraints. Hot peers (high upload bandwidth) are allowed to accept out-partners
from classes hot and warm. Warm peers (average upload bandwidth) are allowed to accept peers from any

class as out-partners, but hot and warm out-partners of a warm peer p are placed in N high
out (p) set, while cold

and free riders out-partners are placed in N low
out (p) set. Cold peers (low upload bandwidth) are allowed to

establish out-partnerships only to cold peers and free riders

class contains peers with average potential for cooperating to the overlay. Warm peers can
establish partnerships with peers from any class. The Cold class contains peers with low
potential for cooperating to the overlay. Cold peers can only establish partnerships with
other cold peers and free riders (recall that free riders don’t cooperate to the overlay and,
thus, do not have out-partners). Figure 7 is a graphical representation of Table 2.

5.3.2 Experimental setup

The setup used along the set of experiments presented here is shown in Tables 3 and 4. We
consider four classes of peers with different upload bandwidths. Free riders correspond to
50% of all peers, allowing us to emulate resource-constrained scenarios. We compare the
Full Partnership Constraints strategy to two other strategies for building overlays: i) classic-
partnership sets approach; and ii) naive Full Partnership Constraints.

The classic-partnership sets approach (classic for short) count only on a traditional
single set of out-partners and doesn’t provide partnership constraints to peers. On the other
hand, the naive Full Partnership Constraints (Naive-FPC or N-FPC) employs a simplified
version of the Full Partnership Constraints (FPC) strategy where out-partners are divided
into the sets of high-cooperation peers and low-cooperation peers, but partnerships are not
constrained (i.e., all cooperative peers can establish partnerships with peers in any other
class and are classified as warm peers described in Table 2). The difference between classic

Table 3 Distribution of peers

Peer Class Upload (Mbps) Share

Hot 4.0 9%

Warm 2.5 17%

Cold 1.5 24%

Free rider 0.0 50%
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Table 4 Configuration of classes in terms of the number of high-cooperation out-partners (Nhigh
out (p)), low-

cooperation out-partners (N low
out (p)), and the total number of out-partners (Nout(p))

Peer FPC Naive-FPC Classic

Class N
high
out (p) N low

out (p) N
high
out (p) N low

out (p) Nout(p)

Hot 46 0 26 20 46

Warm 18 22 20 20 40

Cold 0 38 18 20 38

Free R. 0 0 0 0 0

approach and naive-FPC allows us to qualify the impact of splitting the set of out-partners
and isolating free riders from cooperative peers versus one approach without out-partner
separation. Since FPC may be combined with other techniques, (for instance with our
baseline presented in Section 5.1), we do not improve our classic approach in order to
understand the real impact of the splitting the set of out-partners. Moreover, the difference
between naive-FPC and FPC quantifies the impact of the partnership constraints across peer
classification.

5.3.3 Experiments

We consider three overlay setups, according to the relation of in-partners and out-partners:

– balanced overlays: overlays where the number of in-partners is approximately equal
to the number of out-partners (r = ∑

p Nin(p)/
∑

p Nout(p) ≈ 1.0);
– conservative overlays: number of in-partners is (approximately) 1.5 times the number

of out-partners (r = ∑
p Nin(p)/

∑
p Nout(p) ≈ 1.5);

– aggressive overlays: number of in-partners is (approximately) 0.5 times the number of
out-partners (r = ∑

p Nin(p)/
∑

p Nout(p) ≈ 0.5).

a) Balanced overlay: number of in-partners approximately equal to the number of out-
partners (r ≈ 1.0)

Here, we consider a balanced overlay where the total number of in-partners is (approxi-
mately) equal to the total number of out-partners. In this configuration, we setup Nin(p) =
20 for all peers and Nout(p) as shown in Table 4.

Figure 8a shows the average number of incoming peers (blue) and the average number of
peers that have successfully joined the overlay. The classic approach joins (approximately)
800 peers in the overlay with severe fluctuation in the number of joined peers. On the
other hand, the Naive-FPC and the FPC support 950 peers in the overlay, with negligible
fluctuation.

Figure 8b presents the average discontinuity, and we can see that Naive-FPC and FPC
achieve efficient and stable media distribution (for this scenario), while the classic approach
(green) leads to high discontinuity (just a small set of peers reproduce the media, and they
do with degraded quality of experience).

Figure 8c presents the latency for the distribution of chunks, and we notice the classic
approach incurring in high latency for distributing the video. In summary, the competition

20272 Multimedia Tools and Applications (2021) 80:20255–20282

Content courtesy of Springer Nature, terms of use apply. Rights reserved.



 0

 200

 400

 600

 800

 1000

 1200

 1400

 0
 1

00
 2

00
 3

00
 4

00
 5

00
 6

00
 7

00
 8

00
 9

00

N
um

be
r 

of
 p

ee
rs

 in
 o

ve
rla

y

Time (s)

Incoming
Classic
N−FPC

FPC

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

 0

 5

 10

 15

 20

 0
 1

00
 2

00
 3

00
 4

00
 5

00
 6

00
 7

00
 8

00

A
ve

ra
ge

 d
is

co
nt

in
ui

ty
 (

%
)

Time (s)

Classic (−σ=3.88)
N−FPC (−σ=0.50)

FPC (−σ=0.61)

 0

 5

 10

 15

 20

 25

 0
 1

00
 2

00
 3

00
 4

00
 5

00
 6

00
 7

00
 8

00

A
ve

ra
ge

 la
te

nc
y 

(s
)

Time (s)

Classic (−σ=5.16)
N−FPC (−σ=0.66)

FPC (−σ=0.52)

 0

 200

 400

 600

 800

 1000

 1200

 1400

 0
 1

00
 2

00
 3

00
 4

00
 5

00
 6

00
 7

00
 8

00
 9

00

N
um

be
r 

of
 p

ee
rs

 in
 o

ve
rla

y

Time (s)

Incoming
Classic
N−FPC

FPC

 0

 5

 10

 15

 20

 0
 1

00
 2

00
 3

00
 4

00
 5

00
 6

00
 7

00
 8

00

A
ve

ra
ge

 d
is

co
nt

in
ui

ty
 (

%
)

Time (s)

Classic (−σ=0.71)
N−FPC (−σ=0.46)

FPC (−σ=0.41)

 0

 5

 10

 15

 20

 25

 0
 1

00
 2

00
 3

00
 4

00
 5

00
 6

00
 7

00
 8

00

A
ve

ra
ge

 la
te

nc
y 

(s
)

Time (s)

Classic (−σ=0.61)
N−FPC (−σ=0.50)

 FPC (−σ=0.40)

 0

 200

 400

 600

 800

 1000

 1200

 1400

 0
 1

00
 2

00
 3

00
 4

00
 5

00
 6

00
 7

00
 8

00
 9

00

N
um

be
r 

of
 p

ee
rs

 in
 o

ve
rla

y

Time (s)

Incoming
Classic
N−FPC

FPC

 0

 5

 10

 15

 20

 0
 1

00
 2

00
 3

00
 4

00
 5

00
 6

00
 7

00
 8

00

A
ve

ra
ge

 d
is

co
nt

in
ui

ty
 (

%
)

Time (s)

Classic (−σ=5.48)
N−FPC (−σ=4.49)

FPC (−σ=0.53)

 0

 5

 10

 15

 20

 25

 0
 1

00
 2

00
 3

00
 4

00
 5

00
 6

00
 7

00
 8

00

A
ve

ra
ge

 la
te

nc
y 

(s
)

Time (s)

Classic (−σ=4.91)
N−FPC (−σ=4.85)

FPC (−σ=0.53)

Fig. 8 Performance of the classic approach versus Naive-FPC versus FPC (Full Partnership Constraints).
Figure 8a-c show the scenario for balanced overlays (r ≈ 1.0). Figure 8d–f show the same analysis for a
conservative overlay (r ≈ 1.5). Figure 8g–i show the scenario for aggressive (r ≈ 0.5). Figure 8a, d, and g
show the number of peers in the overlay after receiving a flash crowd of 1,000 peers. The x-axis indicates
time, while the y-axis indicates the number of peers in the overlay. Purple dots indicate the number of
incoming peers trying to join the overlay. Figure 8b, e, and h compare the average discontinuity (share of
chunks not received in time for playback). The y-axis indicates the discontinuity, while the x-axis indicates
the time. Figure 8c, f, and i show the latency for chunk distribution. The y-axis indicates the average latency,
while the y-axis indicates the time

between cooperative and uncooperative peers for out-partnerships disrupts the P2P overlay
after the flash crowd.

b) Conservative overlay: number of in-partners approximately equal to 1.5 times the
number of out-partners (r ≈ 1.5)

Now, we focus on a conservative overlay where the number of in-partners is 1.5 times the
number of out-partners. We consider the number of in-partners Nin(p) = 30 for all peers
and Nout(p) we keep unchanged (Table 4).

Figure 8d shows that all three strategies reach around 950 joined peers (however, the
classic approach experiences higher fluctuations than the other two). Naive-FPC and FPC
present more stability in the overlay because they prioritize newcomer peers with more
upload bandwidth to join the overlay. Such peers have more potential for cooperating to the
overlay, supporting the distribution of chunks, leading to higher aggregate upload bandwidth
in the overlay.
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Figure 8e shows the average discontinuity. We observe all strategies providing discon-
tinuity below the acceptable threshold of 4%, while FPC presents the lowest discontinuity
among the evaluated strategies. Figure 8f shows the average latency. FPC provides smaller
latency for chunk distribution, while Naive-FPC and the classic approach show similar
results. In summary, the Naive-FPC and FPC are also able to improve the live streaming
delivery in conservative overlays.

c) Aggressive overlay: number of in-partners approximately half the number of out-
partners (r ≈ 0.5)

Now, we turn our attention to an aggressive overlay where the number of in-partners is
half the number of out-partners (preserving the number of in-partners Nin(p) = 20). We
consider 40% of free riders. Remaining classes are updated to hot=11%, warm=22%, and
cold=27%. The configuration of partnerships is presented in Table 5.

Figure 8g presents the number of peers that have joined the overlay (y-axis) versus
the time in the x-axis. FPC strategy builds a more stable overlay (red), while the classic
approach and the Naive-FPC fail to incorporate several peers when time is > 500s. In other
words, the FPC strategy is less affected by flash crowds.

Figure 8h plots the average discontinuity (y-axis) versus the time (x-axis). It indicates
that only the FPC strategy is able to keep low discontinuity. Moreover, Fig. 8i plots the
latency for chunks distribution (y-axis) versus time (x-axis), showing that FPC also keeps
low latency, indicating that the strategy is able to support more free riders than the Naive-
FPC and the classic approach.

5.3.4 Remarks

Full Partnership Constraints improves on our basic Partnership Constraints by enforcing
stricter rules for partnership establishment. Our approach of disconnecting a peer in favor
of other peers with more upload bandwidth ensures the overlay always accepts (and quickly
integrates) these peers. The constraints pull high-contribution peers close to the source,
and push low-contribution and free rider peers to the edge of the overlay, which improves
distribution efficiently.

5.4 Implementing full partnership constraints in dynamic environments

The previous section discussed the Full Partnership Constraints strategy assuming the
upload bandwidth of each peer is known and static (i.e., does not change over time).

Table 5 Configuration of classes in terms of the number of high-cooperation out-partners (Nhigh
out (p)), low-

cooperation out-partners (N low
out (p)), out-partners (Nout(p)) considering the number of in-partners Nin(p) =

20 and the ratio r ≈ 0.5

Peer FPC Naive-FPC Classic

Class N
high
out (p) N low

out (p) N
high
out (p) N low

out (p) Nout(p)

Hot 92 0 52 40 92

Warm 36 44 40 40 80

Cold 0 76 36 40 76

Free R. 0 0 0 0 0
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However, real networks require strategies for classifying peers on-the-fly, as peer upload
bandwidth may change over time due to factors such as cross traffic or network congestion.
Even when peer report their available upload bandwidth, the effective ability to distribute
chunks may vary according to several practical issues (Internet Service Provider, number of
network applications running at the peer or in the same home, among others).

We present the Peer Classification for Partnership Constraints (2PC) to classify peers
dynamically (on-the-fly). After any peer joins the network, the strategy monitors the coop-
eration of the peer to the overlay. Peers climb up the hierarchy of classes by contributing
more to the network. Periodically, peers forward a report stating their latest cooperation (in
terms of chunks) to the bootstrap server. The bootstrap server periodically reclassifies peers
using information in the reports. In order to provide all peers with the ability to contribute
to the overlay, the proposed strategy doesn’t restrict partnerships before a peer is classified.

The reclassification of peers may involve disconnecting of some partners. In order to
minimize the risk of disrupting the overlay, the strategy only reclassifies peers in to a neigh-
boring class at each round (e.g., reclassify a hot peer as warm, or a warm peer as cold).
The routine for classifying peers is shown in Algorithm 1, while Table 6 presents the algo-
rithm’s elements. The routine’s input is a list of active peers in the P2P system, maintained
by bootstrap server. To give the system enough time to compute the cooperation of peers
with acceptable accuracy, the routine only performs the reclassification after the peer has
been in the system for at least one complete reclassification period (line 3).

Periodically, the bootstrap server sorts peers by decreasing order of cooperation in terms
of chunks (line 4). The bootstrap server iterates over all peers, quantifying their cooperation
(line 6), and checking whether the peer needs to be reclassified (lines 7 and 15). To avoid
degenerating the overlay due to peer misclassification or skewed peer populations, the strat-
egy limits the share of peers able to be reclassified in each iteration to a threshold Γ (c)

(line 9). Finally, the population in each class c is limited by a population limit U(c) (line 9).
It is important to have the ratio r ≥ 1.0 in order to avoid aggressive overlays, defined in
Section 4. Peer reclassification occurs periodically every μ seconds and, as a result, the
routine’s output is a list of new N

high
out (p) and N low

out (p) configurations for each class of peers.
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Table 6 Parameters and Inputs of Algorithm 1

Parameter/Input Description

additions[c] Number of peers reclassify to class c in the current iteration.

active List of active peers in the P2P system.

sorted List of active peers sorted by their chunk contribution.

Γ (c) Share of peers able to be promoted or demoted.

population(c) Size of peer population in the class c.

U(c) Limit of shared peers per class.

Table 6 helps us to better understand the elements of the Algorithm 1. The variable
additions[c] handles the number of peers that can be reclassified per iteration, limited by
the parameter Γ (c) (Algorithm 1, line 9). The variable population(c) handles the number
of peers in each class per iteration, limited by the parameter U(c) (Algorithm 1, line 9).
Finally, active and sorted are auxiliary lists of peers.

5.4.1 Experimental setup

We evaluate the 2PC using the same four classes of peers, according to Table 7. In addition,
we setup Γ (c) = 5% (i.e., 5% of all cooperative peers) for all classes, and μ = 120
seconds (i.e., 2PC iteration time). Values of Γ (c) and μ are combined to limit the number
of partnership disconnection caused by peer reclassification.

Arriving peers firstly join the warm class, because it provides weak constraints for out-
partners: peers in the warm class can establish out-partnerships with peers from any other
class, making the network responsible for reclassifying those peers.

Figure 9a shows that the 2PC (red) keeps the overlay stable during the experiment, even
in the presence of flash crowds. Moreover, Fig. 9b–c show that the average discontinuity
and latency (for distribution of chunks) also remain stable, with a slight increasing shortly
after the flash crowd. However, we notice a quick recovery. (Recall that results using the
same setup without Full Partnership Constraints in dynamic environments are presented in
Fig. 8).

We also evaluate the classification algorithm. Figure 9d shows the number of peers in
different classes over time. The flash crowd starts after 400s of operation, and all peers

Table 7 Experimental Setup

Peer Upload Population Set Sizes

Class (Mbps) Share Limit U N
high
out (p) N low

out (p)

Hot 4.0 9% 15% 46 0

Warm 2.5 17% - 18 22

Cold 1.5 24% 40% 0 38

Free R. 0.0 50% - 0 0

Number of in-partners (Nin(p)) equal to 20 and ratio r ≈ 1.0 (r = ∑
p Nin(p)/

∑
p Nout(p)). In this table,

the upload bandwidth distribution and peer share are similar the Table 3, and ‘Set Sizes’ column is similar
the Table 4. Column ‘Class Population’ define the limit of peer in classes Hot and Cold. Warm and Free rider
classes are free
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Fig. 9 Performance of 2PC (Peer Classification for Partnership Constraints). Figure 9a–c show the perfor-
mance of 2PC for balanced overlays (r ≈1) of configuration from Table 7 and Nin(p) = 20 for all peers. In
this case, the algorithm performance can be compared with the classic approach, Naive-FPC and FPC shown
in Fig. 8a–c. Figure 9a shows the number of peers in the overlay after receiving a flash crowd of 1,000 peers.
The x-axis indicates time, while the y-axis indicates the number of peers in the overlay. Purple dots indicate
the number of incoming peers trying to join the overlay, while red dots indicate the number of joined peers.
Figure 9b shows the average discontinuity (share of chunks not received in-time for playback). The y-axis
indicates the discontinuity, while the x-axis indicates the time. Figure 9c shows the latency for chunk distri-
bution. The y-axis indicates the average latency, while the x-axis indicates the time. Figure 9d–f show the
Class Inference. Figure 9d shows the peer distribution in each class throughout the experiment, limited by U
parameter. Figure 9e shows the peer population in Cold Class per peer upload-bandwidth. Figure 9f shows
the peer population in Hot Class per peer upload-bandwidth

quickly join the overlay in the warm class. The network systematically reclassifies peers to
neighbor classes (hot/warm/cold) at each iteration in order to improve the topology of the
overlay.

In order to audit the reclassification routine, we present Fig. 9e–f. They show the number
of peers in classes cold and hot over time for different peer upload bandwidths. We observe
that the reclassification algorithm concentrates peers having bandwidth equal to 1.5Mbps in
class cold, and peers with bandwidth equal to 4.0Mbps in class hot. So far, the experiments
have assumed the upload bandwidth with only three possibilities: 1.5Mbps; 2.5Mbps; or,
4.0Mbps. Now, we evaluate the 2PC with upload bandwidth uniformly distributed between
1.0Mbps–3.5Mbps.

Table 8 indicates the setup of out-partners for each dynamic class. We compare the
2PC to the classic approach (strategy that doesn’t isolate out-partnerships nor employs
partnership constraints).

Figure 10a shows that 2PC is able to incorporate a significant share of peers, while
maintaining low discontinuity and latency (shown in Fig. 10b–c). On the other hand, the
classic approach fails to serve several peers (and those peers receiving chunks show poor
quality of experience to users). Figure 10d–f show that the proposed strategy successfully
reclassifies peers into the proper class of cooperation.
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Table 8 2PC Experiment Configuration on a random upload bandwidths setup

SET SIZES

Peer Upload Population 2PC Classic

Class (Mbps) Limit U N
high
out (p) N low

out (p) Nout(p)

Hot 3.0 - 3.5 15% 46 0 46

Warm 2.0 - 2.5 - 18 22 40

Cold 1.0 - 1.5 40% 0 38 38

Free R. 0.0 - 0 0 0

Different from the Table 7, in this case the upload bandwidth for all peers are select by a normal random
distribution, shown in column ‘Upload(Mbps)’. The other columns are similar to the respective columns in
Table 4 (for classic approach) and Table 7 (for 2PC)

5.4.2 Remarks

Peer Classification for Partnership Constraints runs at the bootstrap server and (re)classifies
peers dynamically using periodic contribution reports. While 2PC and peer reclassifica-
tion can induce “partnership churn” in the P2P overlay as reclassified peers may need to
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Fig. 10 Performance of the classic approach versus 2PC Class Inference on a random upload bandwidth
distribution setup. Figure 10a–c show the performance of the classic approach versus 2PC for balanced
overlays (r ≈ 1.0) of configurations from Table 8 and Nin(p) = 20 for all peers. Figure 10a shows
the number of peers in the overlay after receiving a flash crowd of 1,000 peers. The x-axis indicates time,
while the y-axis indicates the number of peers in the overlay. Purple dots indicate the number of incoming
peers trying to join the overlay, while red and green dots indicate the number of joined peers. Figure 10b
shows the average discontinuity (share of chunks not received in-time for playback). The y-axis indicates
the discontinuity, while the x-axis indicates the time. Figure 10c shows the latency for chunk distribution.
The y-axis indicates the average latency, while the x-axis indicates the time. Figure 10d–f show the 2PC
Class Inference. Figure 10d shows the peer distribution in each class throughout the experiment, limited by U
parameter. Figure 10e shows the peer population in Cold Class per peer upload-bandwidth. Figure 10f shows
the peer population in Hot Class per peer upload-bandwidth
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terminate some partnerships, this churn is small compared to the intrinsic churn in the over-
lay (peers are frequently changing partners). We find that only around 5% of peers are
reclassified every 120 seconds in our experiments (and this fraction is bounded by Γ ).
The overlay is mostly unaffected by reclassification, and peers that are reclassified need to
reestablish only a fraction of their partnerships, and can usually do so without experiencing
discontinuity. The dynamic overlay organization by the 2PC algorithm was evaluated in the
work [8]. The authors analyzed the migration of cooperative peers close to the server, while
free riders were pushed to the edge of the overlay during a 2PC execution. Overall, we find
2PC allows deployment of Full Partnership Constraints in real scenarios, with significant
overlay efficiency improvements.

6 Conclusion

In this work, we present a comprehensive study on strategies for building and managing the
overlay in P2P live streaming systems. Several ideas and premises are incrementally tested
and evaluated, until they are formalized in the combination of Full Partnership Constraints
and Peer Classification for Partnership Constraints. The algorithm dynamically classifies
peers according into a set of classes to eliminate competition between high-cooperation,
low-cooperation, and free-riding peers. By eliminating such competition, the system ensures
that chunks are efficiently distributed in the network. The resulting P2P overlay can, simul-
taneously, accept a large number of cooperative peers and free riders without compromising
the distribution of chunks, even during flash crowds. Although the proposed strategy is
not specifically designed for handling flash crowds, it builds robust topologies that per-
form well. The experiments in PlanetLab consider various scenarios with low peer upload
bandwidth, a large share of free riders, and flash crowds.

In summary, the strategies proposed in this work build effective and resilient overlays,
have simple implementation, and are compatible with many other techniques already pro-
posed in the literature for managing P2P overlays. As future work, we intend to study how
to dynamically set the number of peer classes and the size of partnership sets to further
increase overlay distribution efficiency, and combine these strategies to ones presented by
the traditional literature.
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