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Abstract

Peer-to-Peer live video streaming systems are becom-
ing increasingly popular. Nevertheless, in spite of various
studies of client behavior aspects and system optimizations,
the current knowledge about the dynamic properties of the
system, particularly how the P2P overlay network changes
over time during a live transmission, is still superficial. In
this paper, we provide a characterization of the dynamic
properties of a popular P2P live streaming media applica-
tion, namely SopCast. We use complex network metrics to
analyze how the structure of the network evolves over time
from the perspective of individual nodes (local view) and of
the whole network (global view). We find that SopCast peers
may be clustered into three profiles based on their central-
ity properties in the network. Moreover, inspire of peers
changing their partners over time, they tend to remain with
the same centrality profile. Also, the global network struc-
ture tends to remain roughly stable over time, except for a
decaying clustering coefficient. Our findings can be used
to generate more realistic synthetic P2P workloads and to
drive future system designs and simulations.

1. Introduction

Video applications popularity increases each day. Re-
cent studies report that the number of users of this type of
application may reach 83 million in 2012 [9]. In partic-
ular, Peer-to-Peer (P2P) live video streaming applications,
such as SopCast1, PPLive2 and PPStream3, are also cur-
rently very popular.

∗This work is partially supported by the INCT-Web
(MCT/CNPq grant 57.3871/2008-6), and by the authors in-
dividual grants and scholarships from CNPq, FAPEMIG and
CAPES.

1www.sopcast.org
2www.pptv.com
3www.ppstream.com

Previous studies analyzed different aspects of P2P live
streaming applications such as peer behavior[4, 10] and
overlay properties[12, 5]. Most of these studies focus on a
aggregated view of the system during a transmission. How-
ever, P2P overlay network evolves over time[16]. Such dy-
namic properties may impact system maintenance, resource
allocation, and, ultimately, the quality of the live video de-
livered to clients. To our knowledge, previous analysis of
such properties focused only on how the number of partners
of a peer change over time[13, 4].

We provide a broader characterization P2P overlay net-
work dynamics during live transmissions. Our character-
ization is performed from two perspectives: (a) the local
view from individual nodes, and (b) the global view of the
network as a whole. We characterize the dynamics of in-
dividual nodes within the network structure using complex
network metrics. We use centrality metrics, namely degree,
betweenness and closeness, to capture how the node is lo-
calized within the network. We analyze the dynamics of the
network structure as a whole characterizing how the diam-
eter, clustering coefficient, maximum degree and average
shortest path changes over time.

Our characterization relies in SopCast data, a widely
popular application (Google Trends). We ran hundreds of
SopCast clients on PlanetLab4 [8] to monitor a popular Chi-
nese channel. Our results show that peers can be grouped
into three profiles with distinct centrality properties:High
Centrality(HC), Intermediate Centrality(IC) andLow Cen-
trality (LC). HC peers are more central nodes in the net-
work structure with large values of degree, betweenness and
closeness. LC peers, in turn, are more peripheral, whereas
IC peers have more intermediate values of the centrality
metrics.

We also show that peers have high probability of remain-
ing with the same centrality profile over time, that is, a non
negligible portion changes their profile. Analyzing the part-
nerships established by a peer during a transmission, we

4www.planet-lab.org



note that even though a peer tends to keep the same part-
ners during short periods of time (i.e., on average 70% of
the partners are maintained during consecutive snapshots),
the fraction of partners in common tends to decrease for
longer time window. Our results also show that network
structure tends to remain roughly stable in terms of diame-
ter, average shortest path and maximum degree, whereas the
clustering coefficient tends to decrease over time, possibly
due to the changes in partnerships.We believe these find-
ings can be exploited to build more realistic P2P work-
loads and simulation environments and to drive future
designs and evaluations protocols.We believe if the pro-
tocols could detect peer centrality profile in time, the
broadcast server can suggest better initial peers to new
clients and knowing how the High Centrality (HC) peers
are could help to broadcast the content.

The remainder of this paper is organized as follows. Sec-
tion 2 discusses related work, whereas SopCast data collec-
tion methodology is described in Section 3. Section 4 intro-
duces the complex network metrics we use to characterize
peer and network dynamics. Our characterization results
are discussed in Section 5. Section 6 offers conclusions and
future work.

2 Related Work

Previous studies on P2P live streaming focus on under-
standing client behavior[4, 10] and proposing new algo-
rithms to build and maintain the P2P overlay[5, 3]. For
instance, Heiet. al.[4] shows that PPLive reaches a good
performance using the Internet infrastructure. Further, they
characterized the user behavior and the information that
they exchanged. In [5], authors present a methodology
for analyzing the user behavior. This analysis is based on
the system performance and the quality perceived by users,
without considering the partnerships among peers on the
overlay structure.

Silverstonet. al.[10, 11] analyzed traffic patterns from
four P2P live streaming applications. They characterized
metrics such as upload/download rates and average packet
sizes. Other studies have analyzed the number of part-
nerships established by a peer and peer lifetime in the
system[4, 13]. Bermudezet. al.[1] analyzed the SopCast
traffic monitored in IPSs focused in bandwidth, peer life-
time(arrive and depart) and peer localization in the world.
However, unlike our work, these previous studies did not
analyze how the topological structure of the overlay net-
work evolves.

Tang et. al.[13] studied the SopCast overlay. In par-
ticular, authors characterized control and data packets ex-
changed between partners. They show that out-degree is
correlated with average upload volume. Indeed, Wuet.
al.[16] analyzed network metrics over time as degree, clus-

tering coefficient, reciprocity and average shortest path.
They found that the clustering coefficient has a variation
while the average shortest path not. They do not analyze
from two viewpoints and other metrics: global(diameter
and maximum degree) and local(betweenness and close-
ness), and how the individual peers evolve over time in their
centrality.

Stutzbachet. al.[12] proposed a methodology to analyze
the evolution of the overlay network in a P2P file sharing
application. Our work is fundamentally different as the two
types of applications have inherently different characteris-
tics: live video applications have much stricter delay con-
straints which may impact in the network dynamics.

The temporal evolution of networks, particularly the
“small-world” phenomenon, was previously studied by
Watts and Strogatz [15]. They analyzed the dynamics of
several networks, using metrics such as diameter, degree
and clustering coefficient. Easley and Kleinberg’s [2] also
presents analysis of the growth and reduction of various
types of networks.

3 Data Collection Methodology

The data characterized in this work is describe as follow-
ing, we first briefly describe the SopCast application (Sec-
tion 3.1) and then present our data collection methodology
(Section 3.2).

3.1 The SopCast Application

SopCast is one of the most popular P2P live streaming
applications. We collected data from CCTV-1, one of the
most popular open channels in China, which, in turn, is one
of the countries with the largest number of SopCast clients.

Each SopCast channel has its own overlay. Each overlay
has three components: a live streaming server, a bootstrap
server and a set of clients(peers). Clients exchange data
among them to watch the live streaming video. The server
is a special client which encodes the media. The bootstrap
server maintains a centralized record of all clients. When a
new client connects to a particular channel, it contacts the
bootstrap, which returns a list of clients already receiving
the live content. The joining client may establish partner-
ships with a subset of these clients.

Figure 1 shows two consecutive snapshots of a hypo-
thetical overlay network formed for the transmission of the
CCTV-1 SopCast channel. As illustrated, Client 2 has part-
nerships established with Clients 1 and 3 in snapshoti. In
the next snapshot, the partnership with Client 1 is undone,
and Client 2 starts exchanging data with Client 4.



(a) Snapshoti (b) Snapshoti+ 1

Figure 1. Hypothetical example illustrating the dynamic na ture of the P2P overlay network.

3.2 Data Crawling

We ran a series of 7 experiments with SopCast using be-
tween 200 and 465 PlanetLab computers between October
and November 2010. The difference in the numbers of Sop-
Cast clients discovered by the crawlers in the 7 experiments
is under 1%. Each PlanetLab computer collects data from
CCTV-1 chinese channel at local prime time (8pm), and
stored all the data exchanged with its partners during a 60-
minute transmission. CCTV-1 transmits live content at 600
Kbps.

The data crawling methodology consists of two main
steps. During the first step, the PlanetLab computers were
configured without storage or bandwidth constraints. Wire-
shark5 (tcpump) was used to capture the network traffic ob-
served during the monitoring period. We configured Wire-
shark to capture only SopCast traffic. We stored the data
collected during each experiment in a log file containing
the date and time of each packet sent/received. We used
the Network Time Protocol (NTP)6 to synchronize the time
of all PlanetLab computers as in [7] for ensuring that time
differences between computers could be negligible.

The second step consists of the data collection. Crawlers
join the SopCast channel and capture all data packets ex-
changed with their partners. Crawlers joining times are nor-
mally distributed during an initial startup period of 10 min-
utes. After this, we monitor the channel transmission for 40
more minutes.

Once the monitoring period is finished, we merge all log
files. Based on the time information as well as the source
and destination IP addresses of each packet, we reconstruct
the SopCast overlay network dynamics taking 118 consecu-
tive snapshots of the network, each one built with data col-
lected during a window of 60 seconds. We take the snap-

5www.wireshark.org
6www.ntp.org

shots by considering a sliding window that moves along the
transmission 20 seconds at a time.

Our collection methodology captures a partial view of
the CCTV-1 network. We used a large number of Planet-
Lab crawlers to cover the largest number of SopCast clients.
Our experiments evidence that we were able to cover a very
large fraction of SopCast: considering the client popula-
tion discovered by all 465 crawlers during each snapshot of
one monitored transmission, using 200 crawlers is enough
to cover more than 98% of those clients. In other words,
using more than 200 crawlers contribute only marginally to
discover more clients, whereas a significant fraction of the
clients may be missed if fewer crawlers are used.

4 Characterization Metrics

We model each SopCast network snapshot as a directed
graphG = (V,E), whereV is the set of vertices andE
is the set of edges. A directed edge(vi, vj) ∈ E indicates
a partnership between the clients represented by verticesvi
andvj .

We use complex network metrics and analyze how these
metrics change over time. We perform a characterization
from two perspectives: the local view of individual peers
and the global view of the whole network.

4.1 Peer Metrics

We characterize the dynamics of peers within the struc-
ture of the overlay network using the following node cen-
trality metrics:
Degree: The degreed(vi) of vi is a simple metric which
represents the total number of partners of a given peer.
Betweenness:The betweenness ofvi is the fraction of all
shortest paths, computed using breadth-first search, con-
necting pairs of vertices that pass throughvi. In other



Table 1. Peer Centrality Profiles for Each Experiment

% of Peers
Degree Betweenness Closeness

Average CV Average CV Average CV

E
xp

er
im

en
t

1
HC 4.76% 282.83 0.17 3312.52 0.45 0.005 1.25
IC 32.69% 257.99 0.20 1212.52 0.30 0.008 1.20
LC 62.53% 86.94 0.82 129.45 1.60 0.005 1.16

2
HC 6.98% 334.89 0.21 6585.63 0.33 0.005 0.61
IH 45.85% 224.13 0.17 2258.33 0.32 0.006 0.64
LC 47.16% 36.10 1.22 58.73 3.22 0.003 0.88

3
HC 3.81% 361.95 0.18 8604.33 0.30 0.003 0.52
IC 17.55% 240.43 0.21 2556.77 0.36 0.004 1.06
LC 78.62% 56.83 1.14 135.47 2.30 0.003 0.90

4
HC 2.92% 298.33 0.24 11430.93 0.43 0.004 0.56
IC 14.61% 230.04 0.20 3443.58 0.38 0.007 0.82
LC 82.46% 56.83 1.14 157.44 2.64 0.004 0.97

5
HC 6.76% 322.39 0.24 6898.68 0.56 0.004 0.79
IC 40.97% 230.42 0.19 2134.54 0.36 0.006 0.89
LC 52.25% 56.83 1.14 120.73 2.24 0.003 1.04

6
HC 2.69% 241.23 0.20 11865.11 0.63 0.004 0.12
IC 8.99% 252.24 0.24 3159.50 0.42 0.007 0.75
LC 88.31% 86.20 1.04 282.39 1.61 0.007 1.08

7
HC 19.79% 298.42 0.16 1751.81 0.31 0.006 1.42
IC 30.03% 261.86 0.16 833.93 0.22 0.007 1.37
LC 50.17% 123.47 0.68 159.52 1.13 0.005 1.61

words, letσvj ,vk
represent the number of shortest paths be-

tweenvj andvk, andσvj ,vk
(vi) the number of those paths

that pass throughvi. The betweeness ofvi is defined as:

Betweenness(vi) =
∑

vj 6=vi 6=vk∈V

σvj ,vk
(vi)

σvj ,vk

Closeness:The closeness ofvi captures how close it is from
all other vertices reachable from it in the network. Given
l(vi, vj), the shortest path betweenvi and any other vertex
vj , reachable fromvi, the closeness ofvi is defined as:

Closeness(vi) =
|V | − 1∑

vj 6=vi,vj∈V l(vi, vj)

4.2 Network Metrics

The structure of the overlay network as a whole was eval-
uated using the following metrics:
Diameter: Defined as the longest shortest paths between
any 2 nodes. It provides an idea of the dispersion of the
graph and thus, can be used to estimate the latency expe-
rienced by clients in the P2P network. The diameter of a
graphG is defined as:

Diameter(G) = max∀vi,vj∈V
m(vi, vj)

Average Shortest Path: This metric is computed by tak-
ing the average across all values ofl(vi, vj) for all pairs of

verticesvi, vj ∈ V .
Clustering Coefficient: The clustering coefficient of a
graphG is a measure of degree to which the vertices of
G tend to cluster together. The clustering coefficient ofvi,
CC(vi) is defined as the proportion of links between ver-
tices that are neighbors ofvi divided by the number of links
that could possibly exist between them. LetnEdges(vi)
be the number of edges connecting neighbors ofvi in G,
CC(vi) is defined as:

CC(vi) =
nEdges(vi)

d(vi)(d(vi)− 1)

Finally,ClusteringCoefficient(G) =
∑

v∈V
CC(v)

|V |

Maximum Degree: The maximum degree of a graphG is
given by the largest degree of any vertexvi ∈ V :

MaximumDegree(G) = max∀vi∈V
d(vi)

5 Characterization Results

In this section we present the most relevant results from
our characterization. We discuss the characterization of dy-
namic properties of individual peers (Section 5.1), and of
the complete network (Section 5.2).



5.1 Individual Peers

We first identify a number ofcentrality profilesand then
analyzed how a single node changes its profile during a
transmission. In order to identify centrality profiles during
one experiment, we represented each peer/nodevi during a
snapshott of the network by a vectorV (vi, t) = (d, b, c),
whered, b andc are the degree, betweenness and closeness
of vi in t. We then ran thek-means[14] clustering algo-
rithm to group vectors into a number of clusters, each one
representing a different centrality profile.

We selected the number of clustersk according to the
ratio of the Coefficient of Variation (CV) of the distances
between vectors within the same cluster to the coefficient of
variation of the distances between vectors belonging to dif-
ferent clusters. We used the Euclidean distance computed
in the 3-dimensional space as a measure of the distance be-
tween 2 vectors. As described in [6], the number of clusters
should be the smallest once the aforementioned ratio stabi-
lizes.
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Figure 2. Distributions of Centrality Measures
in each Profile

We found 3 peer centrality profiles in all 7 experiments.
We refer to them asHigh Centrality (HC), Intermediate
Centrality (IC), andLow Centrality(LC). Table 1 summa-
rizes the characteristics of each profile for each experiment,
presenting average values and CVs for the centrality met-
rics. The exact values that define each cluster centroid vary
depending on the experiment.

HC peers have higher degree and betweenness than the
other profiles. TheHC cluster correspond to peers that are
more central in the network. They represent a small frac-
tion of the peers, varying from 2.5% to 7% of all peers (oc-
casionally 20%).LC peers have the lowest degree and be-
tweenness values, corresponding to peers that are located in
the periphery of the network.LC is the most common pro-
file, containing from 47% to 82% of all peers.IC peers have
intermediate values. Closeness does not present a consider-
able variation, thus it cannot clearly distinguish profiles.

Figure 2 shows the Complementary Cumulative Distri-
bution Function (CCDF) of each centrality metric for each
profile (experiment 1 data). These curves are representative
for all other experiments. Figure 2-a shows thatHC peers
tend to have much larger degrees: only 4.76% of the peers
have degrees below 200. In contrast, around 62.53% of the
LC peers have degrees less than 2. The distributions of be-
tweenness also show clear differences between the profiles:
HC peers have significant larger betweeness values than
IC andLC peers.

(a) Experiment 1

(b) Average across all experiments

Figure 3. Changes in a Peer’s Centrality Pro-
file During a Transmission



During one transmission peers change their partnerships
and the network structure modifies. At a given time, a cer-
tain peer may be located very centrally in the network, hav-
ing large centrality measures. Sometime later, after changes
in the partnerships established in the network, the same peer
may have moved towards the periphery of the network, ex-
hibiting lower centrality measures.

To characterize these dynamic changes in centrality pro-
file, we apply a modeling technique calledCustomer Be-
havior Model Graph(CBMG) [6]. A CBMG is a state-
transition diagram commonly used to model a customer’s
dynamic behavior. We build one CBMG for each experi-
ment. Each state of a CBMG represents a centrality profile,
and the transitions between 2 profilesa and b are labeled
with the probability of a peer changing its profile froma to
b in 2 consecutive network snapshots of the given experi-
ment. Figure 3-a shows the CBMG built for Experiment 1
whereas an aggregated CBMG, built for all 7 experiments,
is shown in Figure 3-b.
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Figure 4. Distributions of the Fraction of Dif-
ferent Partners of a Peer in Consecutive Net-
work Snapshots

Both CBMG’s are similar, indicating similar results for
all 7 experiments. Peers tend to remain in the same profile
in consecutive snapshots. Figure 3-b shows that the proba-
bility that a peer that has low (high) centrality remains with
the same profile is 0.963 (0.873). Moreover, the probability

of transitions between extreme profiles is practically zero.
Figure 3 also shows non-negligible probabilities of peers
changing their profiles, increasing/reducing their centrali-
ties. We find that the probability of a peer reducing its cen-
trality always tends to be larger than the opposite. The tran-
sition betweenHC andIC occurs with probability 0.112
in the average CBMG, whereas the reverse transition has a
probability of only 0.033.

A peer may change its partners without affecting its cen-
trality profile. We analyze this issue by quantifying, for a
given peeri, the percentage of different partners in differ-
ent snapshots of the same transmission. Letpti be the list of
partners of peeri in snapshott. We quantify the difference
betweenpt1i andpt2i by taking the ratio of the intersection
of pt1i andpt2i to the union ofpt1i andpt2i . In other words,

we measurep
t1
i

∩p
t2
i

p
t1
i

∪p
t2
i

.
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(a) Snapshotst1 andt1 + 3
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Figure 5. Distributions of the Fraction of Dif-
ferent Partners of a Peer for Non-Consecutive
Snapshots

Figure 4 shows the CCDF of the fraction of different
partners of a peer for consecutive snapshots for each cen-
trality profile. Results shown for experiment 1 (Figure 4-a)
and for all experiments (Figure 4-b) are very similar. The
fraction of different partners in consecutive snapshots tends
the same for all profiles. ForHC andIC peers, this frac-
tion is less than 20%. Figure 5 shows results computed for



Table 2. Network metrics measurements
Diameter Average Shortest Path Clustering Coefficient Maximum Degree

Average CV Average CV Average CV Average CV

E
xp

er
im

en
t

1 4.11 0.07 1.98 0.03 0.24 0.34 361.47 0.08
2 4.13 0.09 2.08 0.03 0.15 0.28 431.51 0.11
3 4.33 0.13 2.09 0.02 0.15 0.46 429.71 0.06
4 4.27 0.10 2.16 0.03 0.12 0.56 389.88 0.09
5 4.22 0.09 2.14 0.02 0.17 0.21 398.68 0.12
6 4.23 0.10 2.10 0.07 0.18 0.64 339.83 0.11
7 4.05 0.05 2.00 0.02 0.32 0.11 377.00 0.05

snapshots separated by 3 and 5 snapshots, for experiment 1.
That is, fort2 = t1 + 3 (Figure 5-a) and fort2 = t1 + 5
(Figure 5-b). These results indicate greater changes in peer
partnership. For instance, around 20% of theHC peers
have at least 50% different partners after a time interval cor-
responding to 5 snapshots (i.e., 140 seconds). ForIC and
LC peers, this fraction is even larger.

5.2 Overlay Network

We now turn to the characterization of the structural
properties of the overlay network. Table 2 presents average
and CV values for each metric, computed for each experi-
ment. Figure 6 shows the results for each snapshot, consid-
ering Experiment 1.

In all experiments, the network diameter, average short-
est path and maximum degree remained roughly stable. The
small CV values in Table 2 corroborate this finding. Net-
work diameter is 4 through most of the transmissions, occa-
sionally increasing slightly to 5. The average shortest path
remained around 2 throughout all experiments. The maxi-
mum degree remained also roughly stable through the ex-
periments. Note the large average values, falling between
339.8 and 431.5, in Table 2, indicating that, during one
snapshot, a peer may exchange data with hundreds of other
clients.

The network clustering coefficient is an exception and
decreases with time. We conjecture that this is due to peers
establishing new partnerships as time progresses (Figure 5).
This result is also consistent with our previous finding that
the probability of a peer reducing its centrality tends to be
larger than the other way around (Figure 3).

6 Conclusions and Future Work

We have presented a characterization of the dynamic
structural properties of the SopCast overlay network. Our
analyses were performed from 2 perspectives: the local
view of individual nodes and the global view of the com-
plete network. They were based on data collected using at
least 200 PlanetLab computers during 7 experiments.
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Figure 6. Network metrics during Experiment
1



We found that peers can be clustered into 3 profiles in
terms of their centrality in the network. We found that a
peer tends, with very high probability, to remain with the
same profile throughout the transmission. When a peer
changes its profile, the probability of it reducing its cen-
trality is higher than the probability of increasing central-
ity. Moreover, we found that peers tend to keep most of
the same partners within 2 snapshots period, the fraction of
different partners tend to increase fast as time progresses.
In terms of the network structure, we found that it remains
roughly stable throughout a transmission, when it comes to
diameter, average shortest path and maximum degree. The
network clustering coefficient tends to decrease with time,
possibly in response to changes in the partnerships of indi-
vidual nodes.

As future work, we intend to validate these results with
other applications as well as exploiting these findings to
build realistic P2P live streaming simulation environments.
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